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Abstract
We find the exact dynamics—in mean value—for a one-dimensional tight-
binding model in the presence of a dynamical impurity (dichotomic process).
Using the theorem of Bourret et al we prove that a ‘dynamical localization’ of
the TB wave function electron is indeed generated by the stochastic impurity.
Our results can also be interpreted in terms of a ‘quasi-particle’, representing
the excitation of the system interacting with its surroundings. A lifetime and
an energy can be associated with this quasi-particle. This lifetime appears
as an irreversible process occurring due to the interaction with the stochastic
impurity.

PACS numbers: 45.50.-j, 02.30.Hq, 05.10.Gg, 11.10.-m, 63.20.Kr, 71.38.-k

1. Introduction

Since the early days of the theory of dynamic disorder [1] it has been recognized that site-
diagonal and off-diagonal dynamical disorder are relevant to study models of electron–phonon
coupling in molecular solids; also, charge dynamics in columnar discotic liquid crystals leads to
deal with dynamical disorder—i.e. disorder depending on the temperature—due to its intrinsic
self-repair behaviour [2].

The question of the localization of the eigenstate in a static (quenched) disorder model
has been extensively studied in the past [3]. At finite temperature the electrons are coupled
to the thermal phonons and diffusion sets in; thus a natural way to study this phenomena is
in the context of stochastic TB Hamiltonians. From the stochastic Hamiltonian approach it is
possible to find an evolution equation for the average of the density matrix, in an analytical
way [1, 4, 5], or from the numerical point of view [6]. It is also possible to set equations or
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scaling analyses for the moments of the particle displacement [7]. Therefore non-anomalous
versus anomalous quantum diffusion can be studied, depending on the model of the dynamical
disorder. Nevertheless an exhaustive study of dynamical disorder does not seem to have drawn
comparable attention, even when its analysis is also of great importance in transport physics
in solids and polymers.

A better insight concerning the ‘dynamical localization’ (i.e. with a finite lifetime) could
be achieved if we were able to characterize the localization phenomena of a particle in a one
dynamical impurity model. For example, using this type of model one could simulate the
stochastic transitions of a single impurity ion between different equivalent positions (i.e. a
temperature-dependent trap in polymers [8]). A model of one stochastic impurity is also very
interesting because it can be related to the problem of delocalization due to the measurement,
i.e. the interaction with a detector apparatus [9].

In order to determine this program we need to model the dynamical impurity by means of
some stochastic process which could ultimately (rigorously) be solved. Among the different
types of dynamical impurities that can be treated analytically is the Gaussian delta-correlated
one, but this Gaussian model cannot be put, in any limit, in correspondence with a static
impurity. Then we would like to introduce an impurity noise that can be mapped with the
static regime (i.e. zero temperature), as well as with the fast fluctuation regime (i.e. infinite
temperature). Among the different processes that can fulfil these conditions is the dichotomous
stochastic process originally introduced by Anderson [10] and Kubo [11]. Thus, instead of a
delta-correlated noise, the use of an exponential decay correlation function, characterizing the
dichotomic noise, represents a straightforward temperature-dependent generalization. This
problem is technically more complicated than the white-noise case [12]. But, in particular,
Bourret et al have proved many interesting theorems involving a functional of a dichotomous
stochastic process, which will help us to find exact mean values [13,14]. This kind of noise has
also been introduced as dynamical disorder in the study of diffusion in a 1D classical chain [15],
and in the analysis of the density matrix using semi-analytical methods [16]. Problems like
these have also been considered in quantum diffusion models using a two-state Hamiltonian
with dichotomic energies to explain electron transport in proteins [17, 18], for example.

In this paper we introduce a dynamical impurity of the site-disorder type in an ordered
TB chain; a single off-diagonal dynamical impurity model can be solved in the same way.
Consider the one-dimensional TB Hamiltonian of the form

H = H0 + HI(t) (1)

where H0 describes the one-band homogenous TB chain and the time-dependent impurity
perturbation is characterized by

HI (t) = ε m(t)|l〉〈l|. (2)

Here ε represents the amplitude of the dynamical impurity located at site l, the state |l〉 belongs
to the Wannier basis and m(t) ∈ Re is a dichotomous stochastic process4 with a characteristic
frequency rate ν/2. Using this dichotomous noise, both of the regimes previously commented
on will be covered: the static impurity is the ν → 0 case, while the fast fluctuation limit can
be reached when ν → ∞.

Analysing the average time-dependent quantum amplitude 〈G(t)〉, i.e. the mean value
(m.v.) of the Green function over the stochastic impurity, the dynamical localization
phenomena can be studied. In addition the m.v. of the density of states (DOS) and the

4 The corresponding master equation for m(t) is Ṗ =
( −ν/2 ν/2
ν/2 −ν/2

)
P . Then ν/2 is the frequency rate for the

dichotomic noise. In principle the temperature dependence ν = ν(T ) can be modelled in a general way: for our case
we expect an increasing ν for increasing T .
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inverse of the localization length λ−1 can be calculated from our approach, so complementary
information can be given from these quantities. These averaged DOS and λ−1 lead us to
associate an effective stationary system. We emphasize that the dynamics coming from 〈G(t)〉
cannot completely be reobtained from the analysis of the averaged DOS and λ−1, because the
Hamiltonian is stochastic. It is important to note that this problem will be solved analytically
and the calculation of 〈G〉 will be an exact result.

The problem of a single static impurity (ν → 0) in a one-dimensional TB Hamiltonian has
been solved for the diagonal and off-diagonal cases [19–21]. Consequently all the properties
of the system can be given in terms of its Green function (i.e. DOS, localization length, wave
function dynamics). Our aim in the stochastic impurity problem is to analyse the changes of
all these properties in terms of the noise frequency ν. This model helps us to understand the
related problem of an arbitrary number of dynamical impurities, i.e. a fluctuating disordered
medium.

The outline of this paper is as follows: in section 2.1 some general results concerning the
Green function are described. In section 2.2 the method for obtaining the m.v. of the Green
function in the presence of a dynamical impurity is discussed. In sections 3 and 4 one-particle
properties in the dynamical impurity case are presented. Section 5 is concerned with a general
discussion and results. The appendix is devoted to the Gaussian white-noise impurity case.

2. Green function with a dynamical impurity

In this section we study the properties of the m.v. TB Green function, when a dynamical
impurity modifies stochastically the energy of a given site. First, we give general definitions
and properties of the Green function.

2.1. General aspects of the Green function

The Green function G(z) associated with a Hamiltonian H is defined as

(z−H)G(z) = I

where z is a complex number with Re [z] = E representing the system energies and Im [z] = η.
The analytical structure ofG(z) is directly related to the spectrum ofH : the poles are associated
with the discrete energies and the branch cuts with the continuum spectrum. The DOS per site
of the TB electron (or particle) is given in terms of the side limits of the Green function:

πDDOS(E, n) = ∓ImG±
n,n(E) = lim

η→0+
Gn,n(E ± iη). (3)

If a localized state ψ exists near the site n0, its envelope decreases exponentially at large
distances from its maximum; then the localization length λ(E) is usually defined by Borland’s
criterion [20, 22]:

λ−1(E) = − lim
|n−n0|→∞

1

|n− n0| 〈ln |Gn,n0 |〉disorder.

Another criterion to understand the localization phenomena is the Anderson one, also used by
Lloyd [23,24]. Using Anderson’s criterion we assume that the system is excited at a given site
n0 at time t = 0, so the quantum amplitude satisfies An(t = 0) = δn,n0 . Then the solution of
the time-dependent Schrödinger equation is related to the integration in the complex plane:

An(t) = iGn,n0(t) = i
∫ iη+∞

iη−∞
Gn,n0(z) exp(−izt)

dz

2π
t > 0 η > 0. (4)
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For a finite system this is an almost-periodic function, but for an infinite system the amplitude
at n0 will decay to zero unless there is a localized state near n0. A localized state is therefore
defined throughout this paper in terms of whether the diagonal element iGn0,n0(t) decays to
zero or not.

We remark that, when studying a stochastic system, the useful quantity is the averaged
Green function 〈G〉noise. As a consequence all the physical quantities deduced from the m.v.
〈G〉noise will be averaged quantities over the stochastic realizations of the impurity. The
temporal behaviour of i〈Gn,n(t)〉noise comes in part from the poles of 〈G(z)〉noise, so our point
of view concerning the dynamical localization is analogous to the condition for the occurrence
of weak absence of diffusion, as proved by Ishii with static disorder [25]. As a consequence of
Ishii’s conditions, when the imaginary part of the effective self-energies of the Green function
is zero there is weak absence of diffusion. In our work the imaginary part of the effective
self-energies is related to the imaginary part of the poles of 〈G(z)〉noise. Then, when the poles
have zero imaginary part there is a localized state in the weak sense; when this imaginary part
is non-zero we define a dynamical localized state by virtue of its lifetime.

2.2. Dynamical impurity

In this section we analyse the averaged Green function for a single dynamical perturbation in a
TB Hamiltonian. The method results in an exact expression for the m.v. of the Green function
with a dynamical impurity; we start the calculation from the time-dependent Schrödinger
equation. The model is described by the total Hamiltonian, equation (1), H = H0 + HI(t)

where the first term is the homogenous TB Hamiltonian written in the Wannier basis:

H0 =
∑
n

ε0|n〉〈n| +
∑
n

v0|n〉〈n± 1| (5)

where ε0 is the electronic energy of an isolated orbital and v0 > 0 is the hopping constant
between nearest-neighbour sites. The perturbation is HI(t) = εm(t)Vl , where Vl = |l〉〈l| and
we take ε > 0. Here m(t) ∈ Re is a dichotomous stochastic process that jumps between two
states represented by the values ±1 with frequency rate ν/2, so its m.v. and the second moment
are

〈m(t)〉 = m(0) exp[−νt]
〈m(t)m(s)〉 = exp[−ν|t − s|].

The bracket denotes the average over the realizations of the stochastic process m(t) see
footnote 4. Note that it is important to consider the initial conditionm(0) in order to map, in the
limit ν = 0, with the static impurity case. To find the Green function of the system averaged
over all realizations of the noise we follow the line of Bourret [13]. The wave equation of the
system ih̄ψ̇ = (H0 + HI(t))ψ can be formally integrated as

ψ(t) = exp[−itH0/h̄]ψ(0)− iε

h̄

∫ t

0
ds exp[−i(t − s)H0/h̄]m(s)Vlψ(s).

Note that, because the stochastic perturbation HI(t) is Hermitian, the wave function will be
normalized for each realization of the dynamical impurity [26]. Inserting this expression in
the right-hand side of the wave equation and taking the average over the stochastic process,
we obtain

〈ψ̇(t)〉 = − i

h̄
H0〈ψ(t)〉 − iε

h̄
〈m(t)〉Vl exp[−itH0/h̄]ψ(0)

−
( ε
h̄

)2
∫ t

0
ds Vl exp[−i(t − s)H0/h̄]Vl〈m(t)m(s)ψ(s)〉. (6)
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To find a closed expression for the average 〈ψ(t)〉 it is necessary to factorize the moment
〈m(t)m(s)ψ(s)〉; this can be done using a special theorem valid for a dichotomous process [13].
This theorem says that, if�[m(t)] is a functional of the dichotomous process, involving earlier
times than s, then for t > s it follows that

〈m(t)m(s)�(s)〉 = 〈m(t)m(s)〉〈�(s)〉.
We remark that this result is also valid when the mean value of the dichotomous process is not
zero (as in our case). Replacing this last equation in (6) we finally obtain the averaged wave
equation:

〈ψ̇(t)〉 = − i

h̄
H0〈ψ(t)〉 − iε

h̄
m(0)Vl exp[−t (i/h̄H0 + ν)]ψ(0)

−
( ε
h̄

)2
∫ t

0
ds Vl exp[−(t − s)(iH0/h̄ + ν)]Vl〈ψ(s)〉. (7)

Now we take the Laplace transform of this equation using the definition 〈ψ(z)〉 =∫ ∞
0 dt 〈ψ(t)〉 exp[−zt] and we note that the Laplace transform and its inverse are denoted

by their arguments z and t . The averaged Green function is defined by 〈G(z)〉ψ(0) =
− i

h̄
〈ψ(− i

h̄
z)〉. Then from (7) we obtain

〈G(z)〉 = G1(z)(I + εm(0)VlG0(z + ih̄ν)). (8)

Here I is the identity operator and G0 = (z−H0)
−1 is the homogenous Green function. The

G0 has matrix elements 〈n|G0|m〉 = Fρ|n−m|, whereF = 1/(2v0

√
x2 − 1), ρ = x−√

x2 − 1,
with x = (z − ε0)/2v0. Here

√
x2 − 1 denotes the square root of a complex number whose

imaginary part has the same sign as Im [x] and the real part of
√
x2 − 1 has the same sign

as Re [x]. The Green function G1(z) represents one impurity in the site l, with an effective
additional energy depending on z given by ε̃d (z) = ε2[G0(z + ih̄ν)]l,l . Then

G1(z) = [z−H0 − ε2VlG0(z + ih̄ν)Vl]
−1 = [z−H0 − ε̃d (z)Vl]

−1.

In the last step we have used the property VlAVl = Al,l valid for any operator A. From (8) we
find for the diagonal elements of 〈G(z)〉 the result

〈G(z)l,l〉 = F−1(z + ih̄ν) + εm(0)

F−1(z)F−1(z + ih̄ν)− ε2
(9)

and similarly for the off-diagonal elements

〈G(z)n,l〉 = F(z)ρ(z)|n−l|
1 + εm(0)F (z + ih̄ν)

1 − ε2F(z)F (z + ih̄ν)
= ρ(z)|n−l|〈G(z)l,l〉. (10)

This is one of the goals of this paper. From this exact result we can analyse the topological
structure of the averaged Green function.

3. Averaged density of states for the TB electron

From now on, we take the band centre in ε0 = 0 and give the energies in units of the half
band width 2v0, so using dimensional parameters x → z/2v0, h̄ν → h̄ν/2v0 and ε → ε/2v0

(from now on we assume 2v0 = 1). Taking the initial condition of the dichotomous process
m(0) = 1, the expression of the diagonal elements (9) with h̄ = 1 is

〈G(x)l,l〉 =
√
(x + iν)2 − 1 + ε√

x2 − 1
√
(x + iν)2 − 1 − ε2

. (11)
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The contribution to the averaged DOS of the particle, in the impurity site, is related to the
imaginary part of the lateral averaged Green function for values of energy x = E on the real
axis:

πDDOS(x, l) = −Im 〈G+(x)l,l〉 = − lim
η→0+

Im

[ √
(x + i(ν + η))2 − 1 + ε√

(x + iη)2 − 1
√
(x + i(ν + η))2 − 1 − ε2

]
.

We have calculated this exact averaged DOS using the lateral Green function 〈G+〉 because the
imaginary quantity added to x is always positive, ν > 0. The expression for DDOS is calculated
taking the square root of a complex number z1/2 = √

(|z| + a)/2+isgn[b]
√
(|z| − a)/2, where

z = a + ib, and also taking into account that
√
z2 − 1 = √

z− 1
√
z + 1.

In figure 1 we show DDOS(x, l)with the energy given in units of the half band width for an
impurity intensity ε = √

3, and for several frequency values ν. For the static impurity ν = 0,
we reobtain the continuum spectrum of H0 (energy band of extended states) corresponding to
the branch cut for G0 defined by |x| � 1 with real x and a delta peak located at xS =

√
ε2 + 1

(localized state), see figure 1(a). For ν > 0 we see that the stochastic nature of the substitutional
site modifies the averaged DOS at this site l. Instead of having a delta function there is
a maximum near the localized energy xS and also a continuum of states outside the band
appears. When the frequency is large enough h̄ν  2v0 (in dimensional units) the continuum
outside the band starts to disappear, and the right maximum of the DDOS (for x � 0) is very
close to the band edge (giving a similar behaviour to resonant-like states, but outside the band).
When the frequency ν is infinite the contribution to the averaged DOS is the one corresponding
to the homogenous TB case. This happens because the rapid temporal fluctuations of the noise
m(t) erases the effect of a different energy in the impurity site.

For the averaged inverse localization length λ−1(x), calculated from the off-diagonal
elements (10), we obtain the upper bound approximation with energy x = E:

λ−1(x) = − ln[ρ(x)] = ln
[
x +

√
x2 − 1

]
.

Then Re [λ−1(x)] = 0 for |x| < 1, and for values |x| > 1 we obtain Re [λ−1(x)] �= 0, see
figure 1; this means that the states outside the band have a certain degree of localization while
the states inside the band are of an extended nature, as in the static case. Note that the same
expression is obtained for the static impurity case. This is the information given by DDOS and
the inverse localization length λ−1.

In order to analyse how the dynamical impurity affects the wave function of the TB electron
it is necessary to characterize the behaviour of the time-dependent function 〈Gl,l(t)〉.

4. Dynamics of the TB electron

In this section we find the temporal behaviour of the mean value amplitude Al(t) = i〈Gl,l(t)〉
in order to describe the averaged dynamics of the TB electron as a function of the frequency
ν, so we can get an insight into the characteristics of the ‘dynamical localization’ phenomena.
Assuming that, at t = 0 the particle is in the impurity site, we calculate for t > 0

〈Gl,l(t)〉 =
∫ iη+∞

iη−∞
〈Gl,l(x)〉 exp(−ixt)

dx

2π
. (12)

Note that, becauseη > 0, the last expression corresponds to the use of 〈G+〉which is appropriate
for t > 0, see equation (3). To perform this integration in the complex plane, it is necessary
to know the regions of non-analyticity of 〈Gl,l(x)〉. In most cases the integral (12) cannot
be evaluated explicitly, so knowledge of the singularities of the Green function may give
information about the asymptotic behaviour of 〈Gl,l(t)〉 at long time [27].
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Figure 1. Averaged DOS at the impurity site πDDOS(x, l) versus energy x for ε2 = 3 and different
values of frequency ν. The dotted curves corresponds to the inverse localization length λ−1(x).
The vertical line denotes the band edge at x = 1. For ν = 0 we reobtain the static impurity case,
and when ν  1 the system approaches, on average, the homogenous TB model. Note that for
ν � ε2 the peak in the averaged DOS is very near the band edge (from outside).

4.1. Singularities of 〈Gl,l(x)〉
From expression (11) we can see that the diagonal element of the averaged Green function is
defined through square roots for two complex numbers. Then there are two branch cuts that
must not be crossed in order to define an analytical continuation of these functions, keeping
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〈Gl,l(x)〉 univalued. One of these branch cuts coincides with the continuum spectrum of G0,
defined by Im [x] = 0 and |x| � 1; the other region of non-analyticity appears because of the
‘dynamical nature’ of the impurity and it is given by Im [x] = −ν and |Re [x]| � 1 (so we
call this cut the dynamical branch cut).

The discrete singularities of the function 〈Gl,l(x)〉 are the zeros of the denominator:

F−1(x)F−1(x + iν)− ε2 = 0. (13)

It is possible to modify this equation to a quartic one and solve this by introducing the change
of variable x = u− iν/2. Therefore we obtain

((u− iν/2)2 − 1)((u + iν/2)2 − 1)− ε4 = 0. (14)

The zeros of this quartic equation in the original variable xk(ν, ε) = uk(ν, ε) − iν/2 can be
written in terms of the parameters (ν, ε) in the form

xk(ν, ε) = ±
√

1 − ν2

4
+

√
ε4 − ν2 − i

ν

2
k = 1, 2

xk(ν, ε) = ±
√

1 − ν2

4
−

√
ε4 − ν2 − i

ν

2
k = 3, 4.

(15)

Before going into further details we have to understand when these solutions produce poles
in 〈Gl,l(x)〉. This question is not trivial because of the presence of square roots in F(x) and
F(x + iν) (see (11)). We adopt the usual convention:

sgn
[
Re

[√
x2 − 1

]]
= sgn[Re [x]]

sgn
[
Im

[√
x2 − 1

]]
= sgn[Im [x]]

sgn
[
Re

[√
(x + iν)2 − 1

]]
= sgn[Re [x]]

sgn
[
Im

[√
(x + iν)2 − 1

]]
= sgn[Im [x] + ν]]

where sgn[f ] means to take the sign of the quantity f . Inserting these conditions in (13), we
find a clear criterion that must fulfil the imaginary parts of the roots xk(ν, ε) in order to be true
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poles of the averaged Green function 〈Gl,l(x)〉. So

sgn[Im [xk]]sgn[Im [xk] + ν] = −1 (16)

unless Re [
√
x2 − 1]Im [

√
(x + iν)2 − 1] = Im [

√
x2 − 1]Re [

√
(x + iν)2 − 1] = 0. Note

that the case ν = 0 must be considered with special care. With condition (16) we can now
investigate the validity of (15) in the space of the parameters (ν, ε).

First, analysing the roots x1, x2 we see that they satisfy (16) for all ν > 0. In addition
they have Im [xk] < 0 for k = 1, 2.

Second, analysing x3, x4 we see that the only region in the space (ν, ε) where (16) is not
satisfied is characterized by the values ε > 1 and 0 < ν �

√
ε4 − 1; but precisely for this

region in (ν, ε) we found that Im [x3] � 0, which would give the wrong behaviour (divergent)
for long times. For ε < 1, these roots satisfy (16) for all ν > 0.

Now we check the special case ν = 0 corresponding to the static impurity. In this case
there is only one pole: x1(0, ε) = xS or x2(0, ε), depending on whether m(0) = ±1. In this
case Im [xk(0, ε)] = 0 so, as usual, we add a small parameter η → 0 in order to calculate the
complex square roots. For ε < 1, we find that (16) is not fulfilled by the roots x3,4(0, ε), and
for ε > 1 they are not poles when ν = 0. On the other hand, x1,2(0, ε) give Im [

√
x2 − 1] → 0

(for all ε) so we do not need to fulfil (16). Therefore we have to choose between x1 and x2.
This selection comes from the fact that, when ν = 0, x2 form(0) = 1 (or x1 form(0) = −1) is
also a root of

√
(x + iν)2 − 1 + ε (the numerator of 〈Gl,l(x)〉). Then some terms are simplified

and we finally arrive at the expected pole when ν = 0.
This complete analysis tells that the poles of 〈Gl,l(x)〉 are (assuming the initial condition

m(0) = 1 as in (11))

x1 for ε > 0 ν � 0

x2 for ε > 0 ν > 0

x3, x4 for 0 < ε � 1 ν > 0

x3, x4 for ε > 1 ν >
√
ε4 − 1.

(17)

Having these facts in mind we now give a fine expression for the poles, in order to write
down more explicitly the real and imaginary parts of xk(ν, ε).

First we study k = 1, 2. We define the complex functions

cI (ν, ε) =
√

1 − ν2

4
+ i

√
ν2 − ε4 for ν > ε2

and

fI (ν, ε) = 1 − ν2

4
+

√
ε4 − ν2 for ν � ε2.

Then for ν > ε2 we get xk(ν, ε) = ±Re [cI (ν, ε)] + i(±Im [cI (ν, ε)] − ν
2 ), and it is possible

to see that in this case they always have non-vanishing real and imaginary parts. For ν � ε2

the pole xk can be purely imaginary, if fI (ν, ε) < 0, or not if fI (ν, ε) > 0. Then, separating
different regions in the space (ν, ε) and writing explicitly the real and imaginary parts of
xk(ν, ε), for ε2 < 2 we obtain

xk(ν, ε) = ±
√
fI (ν, ε)− i

ν

2
for ν � ε2 (18)

and for ε2 � 2

xk(ν, ε) = i
(
±

√
|fI (ν, ε)| − ν

2

)
for 2

√
ε2 − 1 < ν � ε2

xk(ν, ε) = ±
√
fI (ν, ε)− i

ν

2
for 0 < ν � 2

√
ε2 − 1.

(19)
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Now for k = 3, 4 we define cII (ν, ε) =
√

1 − ν2

4 − i
√
ν2 − ε4 with ν > ε2, and

fII (ν, ε) = 1 − ν2

4 − √
ε4 − ν2 with ν � ε2. Doing the same kind of analysis as before,

we have for ν > ε2, xk(ν, ε) = ±Re [cII (ν, ε)] + i(±Im [cII (ν, ε)] − ν
2 ). For ν � ε2 we

separate three regions, depending on the value of ε. For ε � 1:

xk(ν, ε) = ±
√
fII (ν, ε)− i

ν

2
for ν � ε2 (20)

for 1 < ε2 < 2:

xk(ν, ε) = ±
√
fII (ν, ε)− i

ν

2
for 2

√
ε2 − 1 < ν � ε2

xk(ν, ε) = i
(
±

√
|fII (ν, ε)| − ν

2

)
for

√
ε4 − 1 < ν � 2

√
ε2 − 1

(21)

and for ε2 � 2:

xk(ν, ε) = i
(
±

√
|fII (ν, ε)| − ν

2

)
for

√
ε4 − 1 < ν � ε2. (22)

We remark—once again—that in all the region (ν, ε) of validity the poles satisfy Im [xk] < 0
for all k = 1, . . . , 4 .

The information given by Re [xk] and Im [xk] is now related to the energy and the inverse
of the lifetime of an excitation or ‘quasi-particle’, defined from the TB electron in interaction
with the surroundings (the fluctuating impurity) [28].

In figure 2 we see the plots of Re [xk] versus Im [xk] in the complex plane for fixed values
of ε < 1 and ε > 1, parametrized by the frequency ν, changing continuously from ν = 0 to
∞. In figures 3(a) and (b), we show in the space (ν, ε) the different regions for the behaviour
of xk , indicating the sign of fα(ν, ε) (or the presence of cα(ν, ε) if it corresponds) separately
for the cases k = 1, 2 and 3, 4.

In the large frequency limit we can expand x1,2(ν, ε) = ±cI (ν, ε) − i ν2 and x3,4(ν, ε) =
±cII (ν, ε)− i ν2 , obtaining

x1 = 1 − ε4

2ν2
− i

ε4

ν3
+ O

(
ε8

4ν4
+ i

4ε4

ν6

)

x4 = −
(

1 − ε4

2ν2

)
− i

ε4

ν3
+ O

(
ε8

4ν4
+ i

4ε4

ν6

)

x3 = 1 − ε4

2ν2
− iν + O

(
ε8

4ν4
+ i

4ε4

ν6

)

x2 = −
(

1 − ε4

2ν2

)
− iν + O

(
ε8

4ν4
+ i

4ε4

ν6

)
.

(23)

These expressions show that the value of the parameter ε takes part in the large frequency limit
ν. When ν  ε2 the poles x1, x4 approach the branch cut on the real axis and especially to
the end branch points ±1, while the poles x3, x2 go to the ‘dynamical branch cut’ (this branch
goes to −i∞ in the large frequency limit ν).

It is known that the dichotomous process covers the Gaussian white-noise case in the limit
ε2 → ∞, ν → ∞ with ε2/ν → D/2, whereD is the intensity of the Gaussian process [12]. In
this case, we investigate the poles separating two different cases, depending on the magnitude
of D.

In the case D < 2 we get ε2 < ν. Then the poles in this limit are

x1 =
√

1 − D2

4
x4 = −

√
1 − D2

4

x3 =
√

1 − D2

4
− i∞ x2 = −

√
1 − D2

4
− i∞

(24)
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Figure 2. Position of the poles of 〈Gl,l (x)〉 in the complex x plane parametrized with the frequency
ν ∈ [0,∞) for ε2 = 0.5, 1.5 and 3. The arrows indicate the direction of increasing frequency ν.
In (a), (c), (e) we show the poles x1, x2; in (b), (d), (f ) we show the poles x3, x4. The set of points
α, α, β, δ, γ are to be especially noted: the α points correspond to ν = 0, α → ν = √

ε4 − 1,
β → ν = 2

√
ε2 − 1, δ → ν = ε2, γ → ν � 1.

and these poles are inside the branch cuts. The structure of (24) is similar to (23). Nevertheless
we expect a different dynamical 〈Gl,l(t)〉 from both results, because the low correlation limit
ν−1  1, for a dichotomous process, is different from a Gaussian white-noise process.

In the case D > 2 we get ε2 > ν. Then in the Gaussian white-noise limit the poles x1,2

are

x1 = −i

√
D2

4
− 1 x2 = i

√
D2

4
− 1 − i∞ (25)
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Figure 2. (Continued.)
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Figure 3. Structure of the poles of 〈Gl,l (x)〉 in the parameter space (ν, ε). The functions f (ν, ε)
and c(ν, ε) are given in the text. When f (ν, ε) < 0 the poles are purely imaginary. In (a) poles
x1, x2, these poles are allowed in all the space; (b) poles x3, x4; in this figure we have marked the
zone of no poles x3,4.

so x1 is under the branch cut on the real axis and x2 is over the ‘dynamical branch cut’.
In this case the other roots x3,4 are not poles of the Green function, because the condition
ν2 >

√
ε4 − 1 (for ε > 1) would imply D < 2. To test these results a direct alternative

analysis for the Gaussian white-noise case is covered in the appendix.
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x-plane

1-iν-1-iν

η 1

 2

xi

1-1

H

H Figure 4. Contour of integration C in the x plane for
obtaining 〈Gl,l (t)〉. The paths H1 and H2 correspond to
the integral around the branch cuts in Im [x] = 0 and −ν,
respectively. The dots xi corresponds to the poles always
situated between the branch cuts.

4.2. Evaluating 〈Gl,l(t)〉
Taking into account the results of the previous section we now perform the integral (12) in
the complex plane following a closed path C. This contour closes the line [iη − ∞, iη + ∞]
with a semicircle in the lower complex semi-plane, rounding the branch cuts as shown in
figure 4. The path encloses all the poles of 〈Gl,l(x)〉, because they are in the interior of C
having Im [xk] � 0 for all k. Therefore the theorem of residues,

∮
C〈Gl,l(x)〉 exp[−ixt] dx =

2π i
∑

Res[〈Gl,l(x)〉 exp[−ixt]], allows us to evaluate the integral (12), giving

〈Gl,l(t)〉 = i
∑
k

Res
x=xk

[〈Gl,l(x)〉 exp[−ixt]]

−
∫

H1

〈Gl,l(x)〉 exp[−ixt]
dx

2π
−

∫
H2

〈Gl,l(x)〉 exp[−ixt]
dx

2π
. (26)

The integrals over the paths Hi with i = 1, 2 are the integral around the branch cuts, on the
real axis and on −iν, respectively, see figure 4. It is possible to see that the integrals over the
rest of the contour C vanish. Now, we calculate each of these terms separately.

4.2.1. Contribution from the residues. The first term of (26) involves the evaluation of the
residues on the poles xk(ν, ε) for k = 1, 2, 3, 4. First note that xk are simple poles, except for
two cases ν = ε2 (x1 = x3 and x2 = x4) and for ε > 1 the frequency line ν = 2

√
ε2 − 1

(x3 = x4 if 1 < ε2 < 2 and x1 = x2 when ε2 > 2). Then for the frequencies ν when xk are
simple poles we obtain

Res
x=xk(ν,ε)

[〈Gl,l(x)〉 exp[−ixt]] = M1[xk(ν, ε)] exp[−iRe [xk]t] exp[−|Im [xk]|t] (27)

where

M1[xk(ν, ε)] = ε2

2 uk(ν, ε)

√
(uk(ν, ε) + iν/2)2 − 1 + ε

(u2
k(ν, ε) + ν2

4 − 1)
. (28)

Here we have used the definition of uk(ν, ε) = xk(ν, ε)+iν/2 given before (14). The result (27)
is valid for all times t . From this expression it is possible to see that, in the limit of large values
of ν, these functions are of the order

|M1[x1,4(ν  1, ε)]| ∼ ε2

ν
|M1[x2,3(ν  1, ε)]| ∼ ε3

ν2
. (29)

Then in the limit ν  1 the residues on the poles x2,3 (approaching the ‘dynamical branch
cut’) decrease faster than the residues from the poles x1,4 that go to the band on the real axis
(see figure 2).
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For the particular frequency lines mentioned above ν = ε2 and ν = 2
√
ε2 − 1, xk are

second order poles. Then the expression from the residues gives a temporal dependence of the
form ∼t exp[−ixkt]. This behaviour is slower than from simple poles, but even though this
could be important we will not analyse these particular cases further in the present paper.

4.2.2. Integral over the cuts Hi . To give a closed expression for (26), at least asymptotically,
we have to perform the integrals over the branch cuts Hi . First we ought to note that the
integral around H2 gives∫

H2

〈Gl,l(x)〉 exp[−ixt]
dx

2π
= exp[−νt]

∫
H1

〈Gl,l(x)〉 exp[−ixt]
dx

2π
.

Then we need only to know the integral over the cut H1. This integral can be written down in
the following form:∫

H1

〈Gl,l(x)〉 exp[−ixt]
dx

2π
=

∫ 2

0
exp[−i(1 − r)t]

×
{

ε + t+(r, ν)

ε2 − i
√
r(2 − r)t+(r, ν)

− ε + t−(r, ν)
ε2 + i

√
r(2 − r)t−(r, ν)

}
dr

2π
(30)

where t±(r, ν) = √
(2 + r exp[±iπ ] + iν)

√
(r exp[±iπ ] + iν). It is very difficult to find an

exact expression for this integral, so we only expect to give the behaviour for t → ∞. In the
case when ν = 0, t+(r, 0) = −t−(r, 0) and the solution can be calculated as an infinite series
for ε > 1, giving a contribution of the order of O(ε−2t−3/2) to (30) [24]. Now we want to
find the asymptotic behaviour for (30) when the ‘dynamical impurity’ is turned on, i.e. ν �= 0.
Then we can see that t+(r, ν) = t−(r, ν) = t (r, ν) when ν is strictly non-zero, so the last
integral becomes∫

H1

〈Gl,l(x)〉 exp[−ixt]
dx

2π
=

∫ 2

0
exp[−i(1 − r)t] g(r, ν) g̃(r)

dr

2π
(31)

where

g(r, ν) = 2i
(ε + t (r, ν))t (r, ν)

ε4 + r(2 − r)(2 − r + iν)(−r + iν)
g̃(r) =

√
r(2 − r). (32)

We can integrate (31) by parts, taking into account that g̃(0) = g̃(2) = 0. Thus we obtain∫ 2

0
exp[−i(1 − r)t]g(r, ν) g̃(r)

dr

2π
= 1

(−it)

∫ 2

0
exp[−i(1 − r)t]

×
(
g(r, ν)

(1 − r)√
r(2 − r)

+ g′(r, ν) g̃(r)
)

dr

2π
(33)

where g′(r, ν) means the first derivative with respect to r . Now we work out each term
separately.

The first integral can be done taking into account that, when the time goes to infinity,
the integrand oscillates very rapidly and the most important contribution to the integral comes
from values near r = 0 and 2. Then, if g(r, ν) is a smooth function in the interval [0, 2], the
approximation when t → ∞ is given by∫ 2

0
exp[−i(1 − r)t] g(r, ν)

(1 − r)√
r(2 − r)

dr

2π

∼
√

e

4πt

[
g(0, ν) exp

[
−i

(
t − π

4

)]
− g(2, ν) exp

[
i
(
t − π

4

)] ]
(34)
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where we have worked out the asymptotic behaviour of the integrals near the dominant points:∫ δ

0 dr exp[−i(1−r)t]/
√
r(2 − r) and

∫ 2
2−δ dr exp[−i(1−r)t]/

√
r(2 − r), by the stationary

phase method [27].
The second term in (33) is of the same form as the integrand of (31), so once again we

can integrate by parts. In general, if gn(r, ν) denotes the derivative of the order n with respect
to r , we obtain∫ 2

0
exp[−i(1 − r)t] gn(r, ν) g̃(r)

dr

2π

= 1

(−it)

∫ 2

0
exp[−i(1 − r)t]

(
gn(r, ν)g̃′(r) + gn+1(r, ν)g̃(r)

) dr

2π
.

Using this result and assuming that gn(r, ν) are smooth functions in [0, 2], a similar
approximation to that in (34) can be obtained for the first term; then, following the same
arguments as before we finally arrive at an expansion∫

H1

〈Gl,l(x)〉 exp[−ixt]
dx

2π
∼

∫ 2

0
exp[−i(1 − r)t]g̃′(r)

(
g(r, ν)

(−it)
+
g′(r, ν)
(−it)2

+ · · ·
)

dr

2π
.

Therefore the dominant term, for t → ∞, from the integral over the cut H1 comes from (34),
so∫

H1

〈Gl,l(x)〉 exp[−ixt]
dx

2π
∼

√
e

π

ν

2ε4t3/2

[
exp

[
i

(
t +

π

4

)](
ε

√
1 +

2i

ν
+ iν − 2

)

+ exp

[
− i

(
t +

π

4

)](
ε

√
1 − 2i

ν
+ iν + 2

)]
. (35)

This result shows that the asymptotic behaviour of 〈Gl,l(t → ∞)〉 comes from the integral
over H1.

For large frequencies ν we obtain from (35) the approximation

〈Gl,l(t → ∞)〉 ≈ −i

√
2

π

ν2

ε4t3/2
cos

(
t +

π

4

)
. (36)

Expression (35) is not valid for the values ν = 0 and ∞, so for these cases we have to
perform a particular analysis. Finally, note that for ν = √

ε4 − 1, from (32) g(r = 1, ν)
diverges. Then for this frequency line the lateral 〈G+〉 must be used in the integration (12),
but this function does not have any singularity at x = 0. Then there is no extra contribution
(in the long-time regime) to (35) from the frequency line ν = √

ε4 − 1.

5. Discussion

Quasi-particle. From the topological structure of the averaged Green function 〈Gl,l(x)〉, we
can now analyse its interpretation in terms of a ‘quasi-particle’ because the poles of 〈Gl,l(x)〉
belong to the complex plane. We call a quasi-particle the excitation of the TB electron in
interactions with its surroundings, i.e. the substitutional stochastic impurity located at site l.
Then the information given by Re [xk] and |Im [xk]|−1 is related to the energy and the lifetime
of the quasi-particle described before.

Now we analyse, in the space (ν, ε), the characteristics of this energy and lifetime.

• We start increasing the frequency ν but keeping ν < ε2 (until the δ points, see figure 2).
Note that the energy Re [x1,2] decreases while Re [x3,4] increases as a function of ν. When
ε2 < 2 (smaller than the band width), for increasing ν, the small intensity of the noise
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(impurity) does not allow the Re [xk] to go to zero simultaneously for all k, as shown in
figures 2(a)–(d). On the contrary, for ε2 > 2 the noise intensity is large enough to allow, for
increasing ν, a region in space (ν, ε) such that Re [xk] = 0 for all k, see figures 2(e) and (f ).
This means that the quasi-particle has a finite lifetime but zero energy. From figures 3(a)
and (b) the intersection region for Re [xk] = 0 is characterized by 2

√
ε2 − 1 < ν < ε2

(for ε2 > 2) and corresponds to the line between the points β and δ in figure 2(e). Note
that poles x3,4 are purely imaginary between the points α and δ, see figure 2(f ). If we keep
increasing the frequency but now we allow ν > ε2 (beyond the δ points in figure 2(e)) a
remarkable result appears: the quasi-particles have non-zero energies; this is what we call
reentrance of the energy [29].

• Let us analyse the case when ν  ε2 for all ε. From (23) we see that x1,4 go to the band
edges (from inside) with a long lifetime, while the poles x2,3 approach the edges of the
‘dynamical branch cut’ with a short lifetime, see points γ in figure 2.

Dynamics. Now we study the dynamics of the TB electron (the particle) in the space
(ν, ε), which is characterized by the temporal behaviour of the averaged Green function.
Using the residues on the poles xk , and having performed the integration over H1 and
H2, we now take into account the contributions from each term in (26) to give the total
asymptotic behaviour of 〈Gl,l(t)〉 for ν � 0 in the form

〈Gl,l(t)〉 ∼ i
∑
k

M1[xk(ν, ε)] exp(−iRe [xk]t)

× exp(−|Im [xk]|t) + M2(ν, ε, t)(1 + exp(−νt))/t3/2 (37)

where M2(ν, ε, t) contains the time-dependent oscillatory part of (35). In (37) we have
considered the case of having simple poles, then M1[xk(ν, ε)] comes from (28). This
formula shows that there are two different contributions. The first one corresponds to
what we have called ‘dynamical localization’ (given by the residue terms). The second
term in (37) gives a decay of the order of t−3/2, which is due to the presence of extended
states inside the band, see figure 1. Note that the integral over the ‘dynamical branch cut’
on −iν, see figure 4, gives a contribution exponentially smaller than the one coming from
the ‘static branch cut’ (the band). Thus, to study the behaviour of the wave function we
have to compare the magnitude of each term in (37), and analyse the characteristics of the
poles in the space (ν, ε). Finally, note that the first term is valid for any time, while the
last term is given in the asymptotic regime (large t).
The averaged dynamics of the TB electron can easily be understood in two limiting cases:
the adiabatic limit ν ∼ 0 and the very fast fluctuation limit ν  ε2.

• For the special case ν = 0 (points α in figure 2), the impurity gives rise to only one
non-decaying localized state with energy xS . Then if the particle starts in this state the
quantum amplitude will not decay. When we turn on the dynamical impurity, ν � 0,
the model has a stochastic substitutional site, i.e. in the impurity site l the energy can
fluctuate between the values ±ε, while ε0 = 0 for the rest of the lattice. Then we can
say that, during a timescale of the order ν−1, the particle has a localized energy, say for
example x1(ν = 0, ε), but when the impurity changes its state, the particle feels the other
localized energy x2(ν = 0, ε). So, in mean value, when ν ≈ 0, the effect of a dynamical
impurity is to reduce the localized energy of the TB electron. This is so because the
particle has not enough time to realize the intensity of the substitutional site. Thus the
localized energy is around Re [x1,2], see figures 2(a), (c) and (e). In this context we can
see that poles x1,2 are responsible for the peak (localized states) in the averaged DOS:
compare figures 2(e) and 1(b). On the other hand, the decay time for the m.v. quantum
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amplitude, at the impurity site l, is characterized by the inverse of the frequency rate of
the dichotomous process 2ν−1, see footnote 4. To understand this fact let us assume that
at t = 0 the dichotomous process is m(0) = 1 so the impurity site energy is +ε. Then, if
there is a wave packet located at site l, there is a certain quantum amplitude in the localized
state with energy x1(ν = 0, ε); when the dichotomous process changes to m = −1 the
localized energy changes to x2(ν = 0, ε), so the amplitude at the state with x1(ν = 0, ε)
decays. But the dichotomous process m(t) changes once again, and so on stochastically,
producing the expected exponential decay of the wave function. This timescale 2ν−1 is
given by |Im [xk]|−1: from (18) and (20) when ε < 1|Im [xk]| = ν/2 for all k; when ε > 1
and for ν ∼ 0 there are only two poles x1,2 and they give |Im [x1,2]| = ν/2, see (19).

• For the special case ν  ε2 (points γ in figure 2) all the poles have Re [xk] �= 0. On
the other hand, because the lifetime |Im [x1,4]|−1 is long it makes sense to compare the
first terms of (37) against the asymptotic long-time contribution from the extended states
O(t−3/2). In this region of space (ν, ε) the averaged dynamics of the TB electron starts
to be different and the contributions from the ‘dynamical localization’ terms die down.
To note this fact we have to compare in (37) the magnitude of |M1[xk(ν, ε)]| against
|M2[ν, ε, t]| as a function of ν, ε. From expressions (29) and (36) it is possible to see
that the first one is much smaller than the second. This fact means that, in this regime,
the dynamics of the particle is mainly governed by the extended states; in figure 1(e)
we see that, when ν  ε2, the averaged DOS for the localized states goes to zero very
fast outside the band edges. Note that for ν  ε2 the poles fulfil |Re [x1,4]| < 1 and
|Im [x1,4]| ∼ 0, then one could expect a resonant-like peak inside the band in the DDOS

(even in one dimension). But this is not seen from figures 1(c) and (d) where it is possible
to realize that both maxima approach the band edges from outside. In the limit ν = ∞, the
fast fluctuation of the impurity completely erases the different energy at site l (averaging
±ε to zero) so we recover the TB homogenous case. From a simple analysis of (23) poles
x1,4 → ±1 for infinite frequency ν. The other poles x2,3 go to the ‘dynamical branch
cut’ at −i∞, so in this limit they do not contribute to the temporal behaviour of the wave
function.

Final conclusions. To end this section we conclude that the singularities of the averaged
Green function govern the dynamics of the TB electron given by 〈Gl,l(t)〉. This analysis is
inspired by Messiah’s book [30] when he studied the behaviour of an open quantum system in
terms of the Green function and its complex self-energies. In our case the quantity |Im [xk]|−1

gives a timescale within which the observer can interpret the dynamical localization phenomena
from the residues contribution of (37), i.e. for times t fulfilling |Im [xk]| t � 1 the particle
is localized, and for times |Im [xk]| t  1 the TB electron behaves as an extended particle.
Therefore the region where there is dynamical localization corresponds to a quasi-particle with
finite energy. The lifetime of the quasi-particles (the delocalization time of the TB electron)
indicates irreversible processes occurring in the open system, in our case being represented by
a stochastic perturbation in the Hamiltonian.

We can also conclude that the singularities and the dynamical behaviour of the wave
function are related to the typical energies of the system. For example, we have emphasized
that the reentrance phenomena only appears if the intensity of the impurity ε2 is larger that the
band width. On the other hand, the dynamics of the wave function is governed by the extended
states only when ε2/h̄ν � 2v0 (in dimensional units). So a non-trivial relation between ε and
ν gives the strength of the stochastic perturbation at the impurity site l.

We end this paper by noting that, if we think that the stochastic character of the Hamiltonian
represents internal fluctuations produced by a thermal bath at temperature T (that can be related
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to the frequency ν), the averaged DOS helps to calculate effective equilibrium thermodynamics
quantities; for example, the specific heat, etc. The n-dimensional TB chain can in principle
also be worked out, but we are confident that the basic consequences of a stochastic impurity
can just be studied from a 1D model. The case when the dichotomous process m(t) is not
symmetric (asymptotically in time the mean value does not go to zero) can also be studied
in a similar way; in this case we expect that in the very fast frequency ν limit the fluctuation
of the impurity does not erase the substitutional energy site. Thus in this limiting case we
will not arrive at the behaviour of a homogeneous TB model. The interesting case when there
are many fluctuating impurities can be worked out by introducing a sort of effective medium
approximation [31] for dynamical disorder [15]; this work is in progress.
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Appendix. White-noise case

In this appendix we analyse the particular case of a Gaussian white-noise impurity. Therefore
Novikov’s theorem [12] can be used to calculate 〈G(t)〉 from the TB Hamiltonian H =
H0+ω(t)Vl , whenω(t) is Gaussian white noise with intensityD characterized by the correlation
〈ω(t)ω(t ′)〉 = Dδ(t − t ′). So we obtain for the diagonal elements of the averaged Green
function (in adimensional units 2v0 = 1, h̄ = 1)

〈G(x)l,l〉wn = 1√
x2 − 1 + iD/2

. (A.1)

This result is in agreement with the calculation of the dichotomous process in the limit ε2 → ∞,
ν → ∞ with ε2/ν → D/2. In this limit the effective energy ε̃d goes to ε̃wn = −iD/2h̄, see (9).

The averaged Green function looks similar to the static impurity case, but with a
pure imaginary energy ε̃wn at site l. From this fact the averaged DOS πDDOS(x, l) =
−Im 〈G+(x)l,l〉wn shows that there are extended states inside the band and there are also
localized states outside the band, but this density (outside the band) is smaller than for the case
of a dichotomous noise. In figure 5 we have compared the Gaussian against the dichotomous
case for the same intensity: D/2 = ε2/ν = 3/10. Note that for the Gaussian case the averaged
DOS at the band edges has a finite valueπDDOS(±1, l) = 2/D, while for the dichotomous case
it diverges at the band edges when ν → ∞ (going in average to the TB homogeneous DOS).
It is also possible to see that, for large or small values of D, the DDOS for the Gaussian case
looks quite similar. Of course, for any value of D there is no ‘peak’ in the averaged DOS (as
in the case of a dichotomous impurity, see figure 1(a)–(c)) due to the purely imaginary nature
of the effective energy ε̃wn. Trivially in the D → 0 limit we reobtain the TB homogeneous
DOS, as expected.

In order to obtain the asymptotic temporal behaviour of the averaged Green function we
now look for the singularities of (A.1), showing a branch cut on the real axis when |x| � 1

and simple poles. For D < 2 the poles are in the real positions xwn± = ±
√

1 − D2

4 (inside

the band), but we can see that they are poles only for the lateral Green function 〈G−
l,l〉wn. For

D > 2 there is only one purely imaginary pole xwn = −i
√

D2

4 − 1 and it falls under the band.
Thus we reobtain the results of section 4.1 when taking the Gaussian limit from the poles of
the dichotomous process (24) and (25).
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Figure 5. DOS per site πDDOS(x, l) versus x. We have compared
the Gaussian white-noise case with D/2 = 3/10 (full curve)
against the dichotomous case for ε2 = 3 and ν = 10 (circled
curve). There is no peak in the Gaussian case for any value of D.
At the band edges the averaged DOS has a finite value. The dotted
curves correspond to λ−1(x) for both cases.

In order to understand the averaged dynamics of the TB electron, we now calculate the
asymptotic temporal behaviour of 〈G(t)l,l〉wn. As before we have to consider the residues on
the poles inside the contour of integration and the contribution from the branch cut is calculated,
asymptotically, as in section 4.2.

ForD < 2 the poles are not inside the contour of integration and the asymptotic behaviour
comes from the branch cut, so

〈G(t → ∞)l,l〉wn ∼ − 4i

D2

√
2

πt3
cos

(
t +

π

4

)
.

The t−3/2 tendency is similar to the case when the TB electron is in the presence of a static
impurity, but now there is no localization effect due to the purely imaginary nature of the
energy ε̃wn, see (A.1).

For D > 2 there is only one pole inside the contour of integration and the behaviour is

〈G(t → ∞)l,l〉wn ∼ iD

2
√

D2

4 − 1
exp

[
−t

√
D2

4
− 1

]
− 4i

D2

√
2

πt3
cos

(
t +

π

4

)
. (A.2)

Although there is a pole the averaged Green function does not show any dynamical localization.
Note that the first term of (A.2) can also be interpreted in terms of a quasi-particle with zero

energy and finite lifetime of the order 1/
√

D2

4 − 1. We conclude that for the Gaussian dynamical
impurity (even with an intensity higher that the band width) the 〈G(t)〉wn is not affected by the
localized states showed in the averaged DOS, figure 5. The non-correlated fluctuations of the
Gaussian white-noise erase, on average, the presence of the dynamical impurity, giving rise to
a TB dynamics mainly governed by its extended states.
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